Abstract—Breast cancer is one of the most common malignancies among women in the world, which may lead to death. Survivability rate of breast cancer can be improved if it is identified in its early stage. Breast thermography plays an important role in early detection of breast cancer, since it couples the physiological information with the anatomical features of woman breast. Typically, thermograms are visually analyzed by physicians for breast cancer early diagnosis. But it is very challenging, since it is hard to provide objective and quantitative analysis. Therefore, Computer Aided Detection (CAD) systems are used to improve the diagnostic accuracy by providing a comprehensive analysis on these Thermograms. One of the important factors that impact CAD system’s performance is the classifier used for the classification of breast thermograms. However, problems such as low rate of accuracy and poor self-adaptability still exist in traditional classifiers. In this paper, a hybrid approach consists of support vector machine (SVM) classifier, with feature selection and boosting ensemble method, is proposed to enhance the performance of SVM classifier. AdaBoost algorithm is used as our boosting ensemble method. The experimental results show that the proposed hybrid approach achieves a better performance compared to the base classifier SVM alone and the base SVM classifier coupled with feature selection method. An accuracy of 99.24% is obtained using our hybrid approach.
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I. INTRODUCTION

Breast cancer is the most commonly diagnosed cancers among the middle aged women. It is considered as the second most common cause of cancer death among females [1]. The early detection and accurate diagnosis of breast cancer can lead to successful treatment and improve the survivability rate of the patients [2]. Breast thermography is a relatively new imaging tool used for early detection of breast cancer. It is based on temperature that might be produced by a tumor. It is a non-invasive functional imaging test, low-cost, harmless, fast and sensitive method. It also can be utilized for women of all ages, and suitable for women with dense breast tissues where mammography is less efficacious [3-5]. Early detection needs a precise and reliable breast diagnosis procedure that allows physicians to distinguish between normal breast thermograms and abnormal ones [6]. For this purpose, there are various CAD systems to serve as the breast diagnosis procedure and help the radiologists in detecting the abnormal regions present in the breast. These systems act as a second reader, while the final decision lies with the radiologist [7-9]. Breast cancer diagnosis benefits from the advancements in data mining techniques in CAD.

In the domain of data mining and CAD systems, classifier plays an important role to classify breast thermogram images into normal and abnormal cases. Classification is considered as one of the most important factors that impacts the performance/accuracy of CAD system. Classification approaches are divided into two categories which are supervised and unsupervised. Generally speaking, supervised classification techniques are more suitable for classification of breast thermograms than unsupervised techniques. Supervised classifiers include, but not limited to, Support Vector Machines (SVM) [10], Artificial Neural Networks (ANN) [10] [11], Naive Bayes classifier [12] [13] and Fuzzy classifier [14] [15]. The classification performance of the breast cancer detection model depends on many factors such as ROI extraction, selected features, and model structure. One of the tough challenges that faces researchers is to build a breast cancer detection model with high accuracy, high reliability and robustness [16].

Ensemble learning is one of the most popular methods that can be used to improve the classification accuracy. These methods are a class of highly successful machine learning algorithms which combine several models to obtain an ensemble which is, supposedly, more accurate than its individual members [17]. This paper proposes a hybrid approach which consists of a SVM classifier with feature selection and boosting ensemble method to enhance the accuracy of SVM classifier and compensate for any limitations. This proposed ensemble model includes SVM as a base classifier after applying the feature selection algorithm based on particle swarm optimization technique as a search method, named PSO-FS algorithm in [18]. Then, SVM classifier is adopted to be hybridized as an ensemble learning model for breast cancer detection. This paper used the AdaBoost method as a boosting algorithm [19]. The proposed breast cancer model is validated and evaluated based on the breast cancer dataset represented in [20] which are extracted from breast thermograms. This data set contains around twenty five attributes and about 450 instances.

II. THE PROPOSED SYSTEM

In this section, we will discuss the data and methods used in this work to build the proposed hybrid. This approach is a SVM-based ensemble algorithm. The two main components in the proposed methodology are: SVM classifier, and ensemble method. The input breast cancer data set to our model was extracted from ~225 (120 abnormal and 105
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normal) thermograms that are presented in [20]. The performance of base model using just the SVM classifier is studied to show the impact of model parameters on model accuracy. Then, the performance of SVM classifier is evaluated once more, but first the feature selection method (i.e., PSO-FS algorithm) is applied, which is proposed in [18]. Finally, AdaBoost method is applied as an ensemble method to compensate the weakness and enhance the accuracy of individual SVM classifiers. The SVM method along with AdaBoost can be applied on balanced data, as well as, imbalanced data. Usually, Boosting is done at the end so that all the output weak learners are clubbed to form a strong learner. Boosting focuses more on the misclassified examples, or on the examples that have higher prediction errors. Figure 1 shows the flowchart of the proposed hybrid system.

B. Support Vector Machine (SVM) Classifier

SVM is a powerful supervised classification algorithm that differentiates between two classes by finding a hyperplane that separates between them [23][24]. It performs classification by constructing an N-dimensional hyperplane that optimally separates the data into two categories. This hyperplane can be presented as a wide line or two parallel lines with maximum distance where there is no data point between them. Figure 2 shows the concept of SVM Operation. Although there can be a lot of possible separating lines for a given set of objects, not all the separating lines are equally good. Among the possible hyperplanes, SVM searches for the one that maximizes the distance between the two support vectors (called a margin) as shown in figure 2. The Support Vectors are the points closest to the separating hyperplane. So, the best hyperplane is the one that provides the biggest distance between the closest members of both classes. The criteria increases the probability of classifying the data point to its correct corresponding class. This is called the linear classifier.

Referring to figure 2, let \{x_1,..., x_m\} are the values of the data set and \(y_i \in \{1, -1\}\) is the class label of \(x_i\). Suppose that a pair of variables \((w, b)\) defines a hyperplane which has the following equation:

\[
wx_i + b = 0
\]  

(1)

where \(W\) is the normal weight vector which is perpendicular to the hyperplane and \(b\) is an intercept term that represents a shift of the hyperplane from the origin of the coordinate system. Also, the training data can be described by the following equations:

\[
w_i x_i + b \geq +1 \quad \text{if} \quad y_i = +1 \]  

(2)

\[
w_i x_i + b \leq -1 \quad \text{if} \quad y_i = -1 \]  

(3)

![Fig.2. The concept of Support Vector Machines Operation.](image)

A. Feature Selection Process

In machine learning and data mining domains, the feature selection (FS) process is considered as an active research area for decades. It can be defined as the process of reducing the total large number of attributes in any dataset by choosing the optimal feature subset from them based on a certain criteria [21][22]. In this paper, the PSO-FS algorithm presented is applied to select the optimal feature subset from the overall input features. This algorithm used the PSO technique as a search method through the FS process.

In PSO-FS algorithm, the search space dimensionality is \(n\), where \(n\) is the total number of features in the Breast Cancer (BC) dataset. Therefore, the search space size is \(2n\). Each particle is randomly initialized in terms of both the number of features and the combination of individual features. The position value of each particle \(i\) in the \(d^{th}\) dimension (i.e., \(X_{id}\)) is in the interval [0, 1]. A threshold \(0, 0 < \theta < 1\), is required in order to determine whether a feature will be selected or not. If \(X_{id} > \theta\), then the corresponding feature \(d\) is selected. Otherwise, feature \(d\) is not selected.
C. Ensemble Classification

Ensemble classification, or ensemble learning, is the process of combining multiple classifiers to get an improved performance of a single classifier [25][26]. The concept of ensemble classification return to the nature of information processing in the brain, which is modular. As the individual functions can be subdivided into functionally different subprocess or subtasks without mutual interference [27]. The ensemble based systems produce most favorable results than single-expert systems under a variety of scenarios for a broad range of applications. There are many ensemble-based algorithms such as Bagging, Boosting, Stacked Generalization and Hierarchical Mixture of Experts.

The ensemble based systems can help to improve the confidence with which making the right decision through a process in which various opinions are weighed and combined to reach a final decision. Some of the reasons for using these systems are as follows [28]:

- Divide and Conquer: An individual or base classifier is unable to solve specific problems. In some cases, the decision boundary for different classes may be very complex. Due to that, the complex decision boundary can be estimated by combing different classifiers appropriately.
- Data Fusion: A single classifier has not the ability to learn information contained in data sets with heterogeneous features. Ensemble based approaches are most suitable for which called data fusion applications. In this applications, data from different sources are combined to make more informed decision.
- Large Volumes of data: The amount of data is too large to be analyzed effectively by a single classifier.
- Too little data: Resampling techniques can be used to overlap random subsets of inadequate training data and each subset can be used to train a different classifier.
- Statistical Reasons: The risk of selecting a poorly performing classifier can be reduced by combining the outputs of several classifiers by averaging.

In this paper, Boosting ensemble classification is used in our proposed model. In boosting, each classifier is trained using a different training set. However, the T classifiers are trained in a sequential order. Nowadays, AdaBoost (or Adaptive Boosting) is the most common boosting learning algorithm used in pattern recognition and CAD systems. This paper used AdaBoost classifier as a boosting ensemble classifier.

AdaBoost classifier is an algorithm for constructing a “strong” classifier from “simple/weak” classifiers [19]. In this algorithm, there are three main steps as follows.

- Sampling step: in this step, some samples (St) are selected from the training set, where St is the set of samples in the iteration t.
- Training step: in this step, different classifiers are trained using St, and the error rates (εt) for each classifier are calculated.
- Combination step: all trained models are combined at this step. The AdaBoost algorithm’s steps are shown in the following Algorithm (1).

Algorithm (1): AdaBoost (Adaptive Boosting) Classifier

1. Given a training set \(X = \{x_1, y_2, \ldots, x_n, y_n\}\) where \(y_i\) represents the label of sample \(x_i \in X\) and \(N\) denotes the total number of samples in the training set.
2. Initialize the parameters of AdaBoost classifier.
3. for \(t = 1\) to \(T\) do
4. Take a sample \(S_t\) from \(X\) using distribution \(w_t\).
5. Use the distribution \(S_t\) to train the weak learner \((L_t)\) with a minimum error \((\hat{\epsilon}_t)\).
6. while \(\varepsilon_t \geq 0.5\) do
7. Reinitialize the weights to \(w_{j,t}^* = \frac{1}{N}, j = 1, \ldots, N\).
8. Recalculate \(\varepsilon_t\).
9. end while
10. Compute the weight of each weak learner \((\alpha_t)\)
11. Update the weights of the training samples.
12. end for
13. Final AdaBoost classifier:

\[
L_{final} = \text{Sign}\left(\sum_{t=1}^{T} \alpha_t L_t(x) \right)
\]

III. PERFORMANCE EVALUATION AND RESULTS

In this section, the performance of the proposed hybrid approach of SVM-based AdaBoost classifier has been analyzed. The accuracies of the three methods, (1) SVM algorithm, (2) SVM with PSO-FS, and (3) SVM with PSO-FS and Boosting, are evaluated and presented in this section.

A. Breast Cancer Dataset Description

In this paper, the collected data set presented in [20] is adopted in our approach. In [20], the authors used a breast thermograms that were selected from an open online data base PROENG (http://visual.ic.uff.br/) which called DMR-IR database [29]. Also, the authors used an automatic segmentation method to extract the region of interest only from thermograms and remove the other parts. This segmentation helped to get an accurate attributes’ values in the extracted data set. This data set contains ~450 instances with about twenty five features. The given dataset is divided into 70% training and 30% testing sets based on the10-fold cross validation strategy.

B. Classification Results

This paper used a WEKA software to apply SVM-based AdaBoost classifier on the breast cancer data set. The data set was given as inputs to three approaches to compare between them which are SVM classifier, SVM with PSO-FS method and finally the proposed SVM with PSO-FS and AdaBoost classifier. The classifier(s) will classify the data into two classes, namely Normal and Abnormal, which are corresponding to normal and abnormal cases respectively. The reason to choose the SVM classifier is that it was proved to be the best classifier for breast cancer diagnosis in our previous study [18][20]. To enhance the accuracy of the SVM classifier, PSO-FS method is used. The results show that SVM with FS enhances the accuracy compared to SVM alone. In this study, a hybrid approach of applying, SVM with PSO-FS and a boosting ensemble method, on the breast cancer dataset. The procedure of the hybrid approach is done as follows: Apply the PSO-FS method on breast cancer data
set. Once the optimal reduced data sets are obtained, then experiments, of applying both the boosting algorithm with the SVM algorithm on the data set, are conducted. The accuracy of this hybrid approach is tested on the selected breast cancer dataset. The comparison of the accuracies of three methods, SVM algorithm, SVM with PSO-FS and our hybrid approach is represented in Table 1.

In order to evaluate our proposed approach, there are several criteria that need to be considered, such as, Classification Accuracy, Root mean squared error (RMSE), Kappa statistic, True Positive Rate (TP-Rate), False Positive Rate (FP-Rate), Precision, Recall, F-Measure etc. These several standard terms have been defined for the two classes confusion matrix (Normal and Abnormal):

The Accuracy is used to determine the overall correctness of the model and it is calculated as the ratio of the sum of correct classifications and the total number of classifications, as determined using the equation:

\[ \text{Accuracy} = \frac{TP+TN}{TP+TN+FP+FN} \]  
(4)

The Precision is the proportion of the positive cases that were predicted correctly, and is calculated using the equation:

\[ \text{Precision} = \frac{TP}{TP+FP} \]  
(5)

The FP-Rate is the proportion of negative cases that were classified as positive incorrectly and can be calculated using the equation:

\[ \text{FP - Rate} = \frac{FP}{FP+TN} \]  
(6)

The Recall or TP-Rate is the proportion of the correctly identified positive cases, and is calculated using the equation:

\[ \text{Recall} = \text{TP - Rate} = \frac{TP}{TP+FN} \]  
(7)

In some cases, higher precision may be very important, and in other cases higher recall may be very important. But, in most cases, both values are needed to be improved.

F-Measure is defined as the combination of these values, and in the most common form, it is the harmonic mean of the both:

\[ F - \text{measure} = \frac{2 * \text{Precision} * \text{Recall}}{\text{Precision} + \text{Recall}} \]  
(8)

According to the comparison results presented in table 1, it is clear that by applying hybrid approach the classification accuracy is enhanced and reached to 99.24%, which is better than using a SVM classifier alone or using of the SVM classifier with feature selection method. By considering the aforementioned facts, we conclude that boosting algorithm is recommended to the breast cancer data classification along with SVM and FS over the SVM as the only classifier. The graphical representation of these results is shown in figure 3.

### Table 1: The results of various performance measures of SVM Classifier.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>RMSE</th>
<th>Kappa statistics</th>
<th>TP-Rate</th>
<th>FP-Rate</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single SVM</td>
<td>96.31%</td>
<td>0.1946</td>
<td>0.9235</td>
<td>0.928</td>
<td>0.080</td>
<td>1.000</td>
<td>0.928</td>
<td>0.962</td>
<td>Normal</td>
</tr>
<tr>
<td>SVM with PSO-FS algorithm</td>
<td>98.49%</td>
<td>0.1321</td>
<td>0.9697</td>
<td>0.971</td>
<td>0.030</td>
<td>1.000</td>
<td>0.971</td>
<td>0.985</td>
<td>Normal</td>
</tr>
<tr>
<td>Proposed Approach</td>
<td>99.24%</td>
<td>0.0641</td>
<td>0.9848</td>
<td>1.000</td>
<td>0.016</td>
<td>1.000</td>
<td>0.984</td>
<td>0.993</td>
<td>Abnormal</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

In this paper, a hybrid approach of SVM with PSO-FS and Boosting ensemble classifier is proposed for breast cancer detection. AdaBoost classifier was applied as a boosting ensemble learning method for the diagnosis and classification of the breast cancer based on optimal reduced set of features. In the proposed approach, the PSO-FS method was applied to breast cancer data set, at first, to select the best feature subset from the whole original data. Then, boosting algorithm with the SVM algorithm were applied on the optimal reduced data set to achieve the highest accuracy. The accuracy of this hybrid approach is tested on the selected breast cancer dataset. The performance of proposed SVM-based AdaBoost classifier was compared to the performance of SVM as a single classifier and also the performance of SVM with PSO-FS method. The experimental results show that the classification accuracy was enhanced and reached to 99.24%, which outperforms the SVM classifier alone and the SVM classifier with feature selection method.